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A B S T R A C T

Developing allometric biomass models is an important process because reliability of forest biomass and carbon
estimations largely depend on the accuracy and precision of such models. The effects of tree sampling on tree
aboveground biomass (AGB) prediction accuracy and precision are complex and can, therefore, be difficult to
quantify. In this paper we use a Monte Carlo simulation to investigate how model prediction accuracy and
precision are affected by tree sampling approaches. Because diameter at breast height (D, in cm) is the most
common predictor of tree AGB (in kg dry weight), we focused our analysis on the AGB-D relationship. The
following sample characteristics were investigated: (i) sample size; (ii) extent of the D-range (difference between
the largest and the smallest D value); (iii) position of D-range (characterized by the starting point of D-range);
and (iv) the size-distribution (distribution of D) of sample trees. We found that, although the natural variability
of AGB-D relationship was a key driver for both prediction accuracy and precision, the above sample char-
acteristics were important for improving prediction accuracy. Although having a negligible effect on precision,
both sample size and size-distribution of sample trees, greatly influenced prediction accuracy. We demonstrate
that selecting a constant number of trees for each D class (i.e. uniform distribution of the sample trees over the D-
range) generally produced models that were more accurate predictors of AGB. The extent and position of D-
range, although considerably affecting the goodness of fit and the standard errors of allometric model para-
meters, had only a marginal effect on AGB prediction accuracy and precision. Furthermore, we showed that R2

was a poor indicator of model prediction accuracy and precision, due to its sensitivity to changes in D-range.
These findings inform certain practical recommendations we report for improving the accuracy and precision of
biomass prediction.

1. Introduction

It is widely accepted that forests play a critical role in the fight
against climate change (Grassi et al., 2017), and that the accumulation
of carbon in tree biomass is regarded as an important service provided
to society. However, the development of sustainable mitigation mea-
sures and programmes such as REDD+ (Reducing Emissions from De-
forestation and Forest Degradation) requires that accumulation of
carbon in forests is accurately and precisely estimated. Estimating
carbon accumulation in forests is typically achieved using forest in-
ventory records, to which allometric models are applied (Brown, 2002;
Chave et al., 2004; Clark et al., 2001; Stephenson et al., 2014). To
determine carbon sequestration forest biomass is first estimated, then,
using a constant proportionality ratio, e.g. 0.47 (IPCC, 2006), the
equivalent carbon content may then be calculated, which can be further

converted to express CO2. Therefore, since the ratio between biomass
and carbon is a constant, the terms ‘carbon accumulation’ and ‘biomass
accumulation’ have approximately the same meaning.

Producing accurate and precise predictions of biomass is challen-
ging for several reasons. First, it needs an unbiased forest inventory
design with accurate measurements of tree attributes. Second, it re-
quires that allometric biomass models are representative for the forest
inventory data to which the model is applied. Selection of the allo-
metric model has been shown to be an important step for reducing
biomass prediction uncertainty (Picard et al., 2015). Allometric bio-
mass models are nonlinear regression models that typically use tree
diameter at breast height (D, in cm) and/or tree height (H, in m) to
predict tree aboveground biomass (AGB, in kg dry weight). Models are
based on a sample of trees for which biomass was measured. Re-
presentativeness of the model to the forest inventory data requires that
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sample trees are selected from the inventoried population. Allometric
biomass models were shown to be greatly influenced by site conditions
(Dutcă et al., 2018a). This in turn may increase the complexity of tree
sampling and reduce their transferability of the models to other sites
(Dutcă, 2019).

The range of tree sizes and their distribution across the range are
important prerequisites for determining sample strata. The range re-
presents the difference between largest and the smallest value of pre-
dictor (e.g. D) for the sample trees used to build the model. The dis-
tribution of sample trees (on D-range) is often referred to as ‘D class
distribution’ (Chave et al., 2004; Roxburgh et al., 2015) because D is
usually measured in forest inventories in scales of increment categories
(e.g. intervals of 2 cm). However, when developing allometric biomass
models, diameter at breast height (D) is measured as accurately as
possible and represented as a continuous variable.

Because allometric models are site-specific (Dutcă, 2019; Dutcă
et al., 2018a), there are numerous examples of published allometric
models based on trees sampled from one or few forest stands
(Chojnacky et al., 2014; Jia et al., 2015; Marziliano et al., 2015;
Morhart et al., 2016, 2013; Mosseler et al., 2014; Zianis et al., 2005),
which therefore have limited and less than optimal D-range. Alter-
natively, allometric models may be deliberately developed to represent
biometrics of small trees only (e.g. Pajtík et al., 2008; Dutcă et al., 2010;
Blujdea et al., 2012; Ciuvat et al., 2013). Nevertheless, tree size is
subject to natural limitations; maximum tree height is influenced by
physiological stress and resource abundancy as well as hydraulic con-
straints (Koch et al., 2004). Although maximum tree height is physically
limited, trees continue to accumulate biomass by increasing their dia-
meter (Stephenson et al., 2014). Generic allometric models and biomass
databases often include very large trees, for example, D of up to 212 cm
(Chave et al., 2014), up to 293 cm (Jucker et al., 2017) or even as much
as 648 cm (Falster et al., 2015).

The process of biomass measurement is very resource intensive. It is,
therefore, important that sampling is optimized to ensure that the re-
sulting allometric model predicts biomass as accurately and precisely as
possible. In this paper, using a Monte Carlo analysis, we investigate
which approaches of tree selection affect biomass prediction accuracy
and precision and how these factors exert their influence. The sample
characteristics that were investigated are: (i) sample size; (ii) the extent
of D-range (i.e. difference between largest and the smallest sample
tree); (iii) position of D-range (i.e. the starting or ending point of the
range); and (iv) the distribution of sample trees (i.e. the frequency
distribution of selected trees across the D-range).

To demonstrate the effects of sample characteristics on biomass
prediction accuracy and precision we performed a simulation study.
This involved the following steps: (1) bivariate sets of AGB-D data were
simulated to capture key characteristics of the sample trees (e.g. AGB-D
variability, sample size, D-range, size-distribution of the sample trees);
(2) allometric biomass models were fitted to simulated data; (3) the

allometric biomass models were then applied to predict the biomass in a
plot and the errors from model parameters and residual variability were
propagated to determine their effects on plot AGB prediction; (4) the
AGB prediction accuracy and precision (at plot level) were assessed; (5)
an examination was made to identify which characteristics of the
sample trees considered in the first step (i.e. AGB-D variability, sample
size, D-range, size distribution of the sample trees) affected the model’s
prediction accuracy and precision, and to determine the nature and
extent of these affects. Our study aims to inform improvements in the
overall accuracy and precision of biomass prediction for forests, and to
suggest measures for developing robust allometric biomass models.

2. Material and methods

2.1. Some rationale on the simulation design

Although logarithmic transformation (Huxley, 1932; Snell, 1892) is
widely regarded as a standard procedure in the development of allo-
metric biomass models, its use is the subject of some debate (Kerkhoff
and Enquist, 2009; Packard, 2012; Packard and Boardman, 2008; Xiao
et al., 2011). The standard assumptions of this type of transformation
are: (i) heteroscedasticity, which is common in allometric models, is
entirely removed by transformation; and (ii) because errors are log-
normally distributed when back-transformed (original scale), they will
be normally distributed in log–log scale. If these two assumptions hold
true, then the back-transformed errors can be assumed to be multi-
plicative (Cole and Altman, 2017). In other words, the back-trans-
formed residuals may be expressed as a ratio between observed and
predicted biomass and therefore indicate the percent variation of ob-
served biomass relative to predicted biomass. However, if the two as-
sumptions do not hold true, then the logarithmic transformation is not
recommended, as the general assumptions of a linear model (e.g. nor-
mality of residuals, homogeneity of variance) would not be met. Xiao
et al. (2011) showed that although both the multiplicative and the
additive error-type relationships occur in nature, multiplicative errors
were much more frequent. Also, because diameter at breast height (D)
is the most common predictor of individual tree aboveground biomass
(AGB), we have focused our simulation on AGB-D relationship, starting
with a log–log linear model:

= + +β β εln(AGB) ·ln(D)0 1 (1)

Where: AGB is the aboveground biomass (in kg dry weight); D is the
diameter at breast height (in cm); ‘ln’ is the natural logarithm; β0 and β1
are the model parameters in logarithmic scale; and ε is the additive
error term (additive for the log–log scale), normally distributed with a
mean of zero. We then defined some true parameters for a hypothetical
population. Because the population is hypothetical, to make the values
of parameters credible, we derived the parameters from a real biomass
dataset reported by Schepaschenko et al. (2017). The true model

Abbreviations

D tree diameter at breast height (in cm);
AGB aboveground biomass of a tree (in kg dry weight);
D-range an interval of simulated D observations used to develop an

allometric model, and characterized by the starting and
ending points of the interval;

S3 a D-range between 0.1 and 60 cm;
S2 a D-range between 10 and 60 cm;
S1 a D-range between 20 and 60 cm;
Imin a D-range between 30 and 60 cm;
B1 a D-range between 30 and 70 cm;
B2 a D-range between 30 and 80 cm;
B3 a D-range between 30 and 90 cm;

Imax a D-range between 0.1 and 90 cm;
RSE residual standard error;
n sample size;
β0 the intercept of a linear allometric model in logarithmic

scale;
β1 the slope of linear allometric model in logarithmic scale;
SE(β0) standard error of the intercept;
SE(β1) standard error of the slope;
R2 coefficient of determination;
PA standard deviation of relative bias, reported as a measure

of prediction accuracy;
PP mean coefficient of variation of predicted biomass, re-

ported as a measure of prediction precision.
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parameters for our hypothetical population were:

= − + + εln(AGB) 2.11 2.33·ln(D) (2)

Starting with these true parameters, we generated random sets of ln
(AGB) – ln(D) data which were further fitted. The error term (ε in Eq.
(2)) is normally distributed with the mean zero and standard error of
residuals, RSE. The resulting model was then applied to a plot dataset to
estimate the biomass. Each generated dataset had specified character-
istics, such as RSE (residual standard error) of log–log model, number of
observations, D-range extent, position and distribution. A Monte Carlo
approach (described below) was used.

2.2. Natural variability of AGB-D relationship

Sampling design should capture the natural variability of AGB-D
relationship that is intrinsic to the population. Because we assumed that
heteroscedasticity is removed by logarithmic transformation and that
errors are lognormally distributed in original scale, the natural (or in-
trinsic) variability of AGB-D relationship can be expressed as the re-
sidual standard error (RSE) of the log–log linear model (see Eq. (2)).
Since the residuals of a back-transformed log–log linear model show
relative variation of AGB (relative to predicted AGB), the RSE can be
interpreted, for original scale, as a form of coefficient of variation (Cole
and Altman, 2017). We tested two values of RSE in this study, 0.2 and
0.3, which can be interpreted as 20% and 30% coefficient of variation.
These two values lie within the expected range for allometric biomass
models (Roxburgh et al., 2015).

2.3. Sample characteristics

2.3.1. Number of observations (sample size)
The number of sample trees necessary to develop an allometric

model depends on the precision required, the level of intrinsic varia-
bility in the AGB-D relationship and other factors. Roxburgh et al.
(2015) performed a simulation study to find the number of sampled
trees necessary to develop allometric models. They concluded that,
given the intrinsic variability of trees and the differences between dis-
tribution of tree diameters used to construct the model and the dis-
tribution of tree diameters of the inventory data, a number of anywhere
between 17 and 166 trees were required to obtain prediction with a
standard deviation within 5% from the mean. However, Picard et al.
(2012) suggested that approximately a minimum number of 100 trees
was needed to construct reliable volume models. In our simulation
design we tested three values of sample size, n = 100, n = 150 and
n = 1000 trees. The first two values (n = 100 and n = 150) were
intended to determine the effect of a 50% increase in sample size, as to
compare it to a 50% increase in RSE (from RSE = 0.2 to RSE = 0.3).
The third value (n = 1000) was intended to see how increasing the
sample size influences model prediction performance.

2.3.2. The extent of D-range
The range of diameter at breast height (D) used in allometric bio-

mass models varies greatly. In a review of allometric models, Zianis
et al. (2005) most models were based on a relatively narrow D-range
with no consistent starting point (minimum D) for the range. For ex-
ample, the largest tree of 90 cm was recorded in an allometric model for
Quercus ilex in Italy and the minimum recorded diameter was 20 cm.
Comparable maximum limits of D-range are reported in recent biomass
datasets for boreal and temperate forests (Schepaschenko et al., 2017;
Ung et al., 2017), and larger D-range are reported for trees sampled in
tropical regions (Chave et al., 2014; Falster et al., 2015; Jucker et al.,
2017). For our simulation study, we assumed a maximum D-range in
allometric biomass models between 0.1 and 90 cm (after the D-range
reported by Zianis et al., 2005), and divided the range into three equal
diameter intervals of 30 cm. Starting from the second interval (i.e.
Imin = [30, 60]), we gradually expanded Imin in two directions (i.e.

towards small diameter and towards large diameters) until reaching the
limits of the maximum D-range. This resulted in seven D-ranges. We
examined the entire D-range (i.e. Imax = [0.1, 90]), thereby testing a
total of eight D-ranges (as summarised in Table 1).

2.3.3. The position of D-range
The position of D-range is characterized by the starting point of D-

range. Each member of each pair of identical D-range extent began at a
different position (Table 1). For example, the ranges S1 and B1 have the
same 40 cm range but their starting positions differ by 10 cm. This
difference increases to 20 cm for S2 vs. B2 and to 30 cm for S3 vs. B3

(Table 1).

2.3.4. Distribution of sample trees
The frequency distribution required for sampling trees and for de-

veloping robust models is an important consideration because it de-
termines the level of resources and logistics required for measuring
biomass. If trees were entirely randomly sampled, the sample size-dis-
tribution would approach that of the population. However, trees are not
entirely randomly sampled because the sample is first stratified for each
D-class, before random sampling is conducted within D-classes
(McRoberts et al., 2015). A ‘D class’ groups trees within a specified D-
range. Thus, for a 2 cm D class the entire D-range is divided into in-
tervals (classes) of 2 cm (e.g. D = 10 to 12 cm). Workers therefore are
able to determine how they represent frequency distributions through
their selection of the range represented and the bins for each D-class.
Nevertheless, the distribution of sample trees will influence how well
the model is informed across the range of D, with consequences for
confidence in model prediction. In our simulation, we explored four
types of distribution (Fig. 1):

(a) Uniform distribution on D-range (Fig. 1, a) of the sample frequency,
where a constant number of sample trees is selected for each D
class.

(b) Normal distribution on D-range of the sample frequency (Fig. 1, b),
where the sample frequency reflects a normal distribution of D. In
other words, the largest number of sample trees is from the middle
of D-range and decreases towards the margins of the range;

(c) Uniform distribution on ln(D)-range (Fig. 1, c1), which, for the
original scale is equivalent to inverse of uniform distribution
(Fig. 1, c2, the result of exponentiation of observations sampled
from a uniform distribution on ln(D)-range).

(d) Normal distribution on ln(D)-range (Fig. 1, d1). This is equivalent
to lognormal distribution on D-range (Fig. 1, d2). For both, the
uniform and normal distribution on ln(D)-range, a larger number of
small trees is sampled compared to large trees (Fig. 1, c2 and d2).

It is relatively straightforward to define D-limit ranges for uniform
distributions. However, the normal distribution for D theoretically ex-
tends to infinity. For our simulation we therefore sampled from a
truncated normal distribution, for which the lower and upper bounds of
D-range were established using the ‘truncnorm’ package in R
(Mersmann et al., 2018). We set the D-range to correspond to ± two

Table 1
D-ranges used for simulation (D is the diameter at breast height).

Code D-range (cm) Description

S3 [0.1, 60] Imin + 30 cm towards small diameters
S2 [10, 60] Imin + 20 cm towards small diameters
S1 [20, 60] Imin + 10 cm towards small diameters
Imin [30, 60] The minimum D-range
B1 [30, 70] Imin + 10 cm towards large diameters
B2 [30, 80] Imin + 20 cm towards large diameters
B3 [30, 90] Imin + 30 cm towards large diameters
Imax [0.1, 90] The maximum D-range
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standard deviations, equal to an interval expected to include 95% of
observations from a normal distribution. The mean of the normal dis-
tribution (μd) was the mean of D of the corresponding sample:

= + −μ D (D D )
2d min

max min
(3)

and the standard deviation (σd) was calculated as:

=
−

σ
μ D

2d
d min

(4)

where Dmin and Dmax are the minimum and maximum limits of the D-
range of interest (Table 1). For example, the normal distribution for
Imin = [30, 60] cm was defined by the mean, μd = 45, with standard
deviation, σd = 7.5.

2.4. Plot data

We compared the accuracy and precision of model simulations for
estimating the biomass in a plot. Each allometric model developed on
simulated data was applied to estimate the biomass in a 500 m2 plot.
The plot contained 21 trees for which biomass was predicted as a

function of D using all simulated models. Because Imin = [30, 60] was
the largest interval common to all the D-ranges tested, we selected a
plot that contained only tree diameters that fell within this interval
(Fig. 2). The purpose of this plot was therefore to provide a reference
for prediction for all the simulated models in this study. In total, 0.96
million allometric models (5000 simulations × 2 RSE values × 3
sample sizes × 4 types of distribution × 8 D-ranges) were simulated.
Therefore, the value of AGB predicted from this plot is that it provides a
baseline for comparing AGB results predicted by other model that use
different sample characteristics.

It is known that models have a poorer prediction performance at the
extremes of the covariate range. For example, a biomass model devel-
oped on sample trees with a D-range of 0.1 to 90 cm would normally
perform best when predicting biomass for trees at the centre of D-range
(D = 45 cm) and progressively worse approaching the sample extremes
of D = 0.1 cm or D = 90 cm. Therefore, one study objective was to
investigate how models perform across the D-range. Consequently,
another reason for working with a single plot with D-range restricted to
Imin was to investigate the performance of models when only part of the
D-range was used for prediction. A third reason for working with only

Fig. 1. Distributions of sample trees used for simulations: (a) Uniform distribution on D-range (D is the tree diameter at breast height); (b) Normal distribution on D-
range; (c1) Uniform distribution on ln(D)-range, which is equivalent to the inverse of uniform distribution (c2); (d1) Normal distribution on ln(D)-range, for which,
the equivalent of original scale is the lognormal distribution (d2).
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one plot was to exclude other potentially confounding sources of un-
certainty. In this study we aimed to describe only that uncertainty
arising from model parameters and residuals, and intentionally avoided
introducing potentially confounding effects of between site variations.

2.5. Monte Carlo simulation

A Monte Carlo analysis was used to assess the effects of sampling
approaches on biomass prediction. We followed the next steps:

(1) For the kth simulation (K = 5000, is the total number of simula-
tions), an allometric model was developed and then applied to
predict biomass in the plot. The allometric model was developed
based on simulated ln(AGB)–ln(D) data selected from the hy-
pothetical population:
(1.a) defined a vector representing the errors of log–log linear

model. The length of this vector was equal to the sample size
(i.e. three values of sample size were used in this analysis,
n = 100, n = 150 and n = 1000, see section 2.3.1). The
elements of the vector were randomly selected from a normal
distribution with the mean zero and standard deviation either
0.2 or 0.3. Later in the simulation design, the standard de-
viation of this distribution will become the residual standard
error (RSE) of the allometric model. Two values of RSE were
used, RSE = 0.2 and RSE = 0.3, see Section 2.2.

(1.b) defined a vector containing sample ln(D) values, which were
randomly selected from a specific distribution type (i.e. four
types of distribution were used, see section 2.3.4) and a spe-
cific D-range (i.e. a total of eight ranges were used, Table 1).
Because models were fitted in log–log scale for uniform and
normal distributions of D-range (Fig. 1, a and b), we randomly
selected the sample D values from a uniform and normal
distribution on D-range and then log-transformed the sampled
values (to obtain ln(D) values). For uniform and normal dis-
tributions on ln(D)-range, we sampled the ln(D) values di-
rectly in log–log scale, from a uniform and respectively
normal distribution on ln(D)-range (Fig. 1, see c1 and d1). For
each of the kth simulation, a distinct set of ln(D) values was
generated, ln(D)(k).

(1.c) defined a vector (the length of the vector equals the sample
size, see section 2.3.1) containing the sample ln(AGB) values.
Using the ln(D)(k) values (obtained at step 1.b) and the error

term (obtained at step 1.a) in Eq. (2), we generated the set of
ln(AGB) values, which is also distinct for each of the kth si-
mulation, ln(AGB)(k).

(1.d) fitted a linear model on the bivariate set of ln(AGB)(k) (ob-
tained at step 1.c) and ln(D)(k) values (obtained from step
1.b):

= + +β β εln(AGB) ·ln(D)(k) 0(k) 1(k) (k) (k) (5)

(1.e) We retained the standard errors of model parameters, SE
(β0(k)) and SE(β1(k)), and the coefficient of determination for
the kth simulation (R2

(k)):



⎜ ⎟

= −
∑ −

∑ ⎛
⎝

− ⎞
⎠

−
R 1

(ln(AGB) ln(AGB) )

ln(AGB) ln(AGB)

2
(k)

i(k) i(k)
2

i(k) (k)

2

(6)

Where ln(AGB)i(k) is the ith observed ln(AGB) in the kth si-
mulation;ln(AGB)i(k) is the ith predicted ln(AGB) in the kth

simulation and
−

ln(AGB)(k) is the mean of all ln(AGB) values in
the kth simulation.

(1.f) defined the variance–covariance matrix to account for the
covariance between β0(k) and β1(k) in the following steps.

(2) The allometric model developed within steps 1.a to 1.f (one model
for each kth simulation) was used to estimate the plot biomass. To
propagate the uncertainty from each allometric model (i.e. from
model parameters and residual variance) to the plot level estimates,
a loop of J = 5000 repetitions was used, adapted from McRoberts
et al. (2015, 2016). For the jth repetition:
(2.a) defined a vector containing two values (β0(j) and β1(j)) sam-

pled at a time from a bivariate normal distribution (based on
variance–covariance matrix of the allometric model devel-
oped at step 1.f, and on model parameters, β0(k) and β1(k),
from step 1.d);

(2.b) defined a vector containing one error term (εj) sampled at a
time (one for each jth repetition) from a normal distribution
with the standard deviation equal to the residual standard
error of the kth allometric model (Eq. (5)).

(2.c) calculate the predicted biomass for each tree (AGBi) in the
plot based on the sampled parameters (from step 2.a) and
error (from step 2.b):

 = + +β β εAGB exp( ·D )i 0(j) 1(j) i j (7)

(2.d) calculate the predicted plot biomass (AGBj) as the sum of
individual tree predictions:

 ∑=
=

AGB AGBj i 1

m
i (8)

Where m = 21, and m is the total number of trees in the plot.
(3) The mean plot biomass, standard error of the mean and the relative

bias were calculated over all J repetitions:
(3.a) The mean predicted plot AGB over J repetitions:

 ∑=
−

=
AGB 1

J
AGBk j 1

J
j (9)

(3.b) Standard error of the mean:

 ̂ ∑ ⎜ ⎟=
−

⎛
⎝

− ⎞
⎠=

−

σ 1
J 1

AGB AGBk
j 1

J

j k

2

(10)

(3.c) Relative bias:

Fig. 2. The size distribution of the 21 sample trees in the plot. Note: D is the
diameter at breast height; the red curve represents the kernel density; the grey
bars represent the density of each D-class (width of 5 cm).
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
=

−
−

μ
μ

Bias (%)
(AGB )

·100k
k

(11)

where μ is the plot AGB, based on true population parameters
(plot true AGB) and was calculated by applying the model
based on true parameters (see Eq. (2)) with a correction factor
(Baskerville, 1972; Goldberger, 1968). The model was applied
to all m = 21 trees in the plot and then the sum of individual
tree biomasses was calculated. RSE is the residual standard
error and can take one of two possible values, 0.2 and 0.3 (see
section 2.2):

∑ ⎜ ⎟⎜ ⎟= ⎛
⎝

⎛
⎝

+ ⎞
⎠

⎞
⎠=

μ exp 2.11 RSE
2

·D
i 1

m 2
i
2.33

(12)

(4) Measures of prediction accuracy and precision were calculated over
all simulations (K = 5000 simulations):
(4.a) The standard deviation of relative bias, reported as a measure

of prediction accuracy (PA):

∑=
−

−
=

−
P 1

K 1
(Bias Bias)A k 1

K
k

2

(13)

Where = ∑
−

=Bias (Bias )1
K k 1

K
k

(4.b) The mean coefficient of variation of predicted biomass, re-
ported as a measure of prediction precision (PP):



̂∑=
= −

σP 1
K AGB

·100P k 1

K k

k (14)

Where ̂σk is the standard error of predicted biomass (Eq. (10));


−

AGBk is the mean predicted plot biomass (Eq. (9)).

3.1. Prediction accuracy and precision

Prediction accuracy and precision are used to describe the perfor-
mance of an estimator (Walther and Moore, 2005). This study adopts
the definition that prediction accuracy is the difference between a
predicted value and the true value (Walther and Moore, 2005). Because
our simulation design calculated 5000 values (therefore 5000 ‘differ-
ences’ between predicted and true plot AGB, which are normally dis-
tributed with a mean of zero), accuracy was reported as the standard
deviation for these 5000 values (Standard deviation of relative bias, PA,
Eq. (13)). Furthermore, prediction precision is a measure of ‘the sta-
tistical variance of an estimation procedure’ (Walther and Moore, 2005)
which is a form of uncertainty arising from random variation. In this
study, the precision was reported as the mean coefficient of variation of
predicted biomass at plot level (PP) in Eq. (14).

3.2. Data processing

Simulation analyses were performed in R (R Core Team, 2017) with
the RStudio interface (RStudio Team, 2016) and using the packages
“MASS” (Venables and Ripley, 2002) and “rtruncnorm” (Mersmann
et al., 2018).

Fig. 3. The standard errors of model parameters SE(β0) and SE(β1), and the model goodness of fit (R2) for a log–log transformed allometric biomass model (Eq. (5)),
different types of sample tree distribution and different D-ranges. For D-ranges S3 to Imax (x-axis), see Table 1. Note: Each column of graphs, referred to as (a) to (d),
represents a different type of sample tree distribution (for more information see section 2.3.4); SE(β0) is the standard error of the intercept in Eq. (5) and was
calculated as the mean over all K = 5000 simulations: = ∑ =β βSE( ) [SE( )]0

1
K k 1

K
0(k) , where SE(β0(k)) is from step 1.e in section 2.5; SE(β1) is the standard error of the

slope in Eq. (5), calculated as = ∑ =β βSE( ) [SE( )]1
1
K k 1

K
1(k) , where SE(β1(k)) is from step 1.e in section 2.5; R2 is the coefficient of determination, calculated as

= ∑ =R (R )2 1
K k 1

K 2
(k) , where R2

(k) is from Eq. (6). This figure only presents data for models based on one value of sample size (n = 100) and one value of residual
standard error (RSE = 0.3); the data for all values of sample size tested in this study (i.e. n = 100, n = 150 and n = 1000) and all values of RSE (i.e. RSE = 0.2 and
RSE = 0.3) are presented in Appendix 1.
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4. Results

4.1. The effects on standard errors of model parameters and on goodness of
fit

The simulation results demonstrate that with increasing D-range,
the standard errors of model parameters (SE(β0) and SE(β1) in Eq. (5))
decreased while the R2 values (Eq. (6)) increased (Fig. 3 and Appendix
1). Greater standard errors denote a less precise estimation of model
parameters, whereas larger R2 values indicate a better fit of the model
to the data. The effects were stronger when the D-range increased

towards including small trees (Fig. 3, S1–S3) compared to large dia-
meter trees (Fig. 3, B1–B3). When increasing the extent of D-range, the
largest reduction of SE(β0) and SE(β1) and the largest increase of R2

occurred for normal distribution on ln(D)-range (Fig. 3, d1–d3). Al-
though in Fig. 3 only presents results for n = 100 and RSE = 0.3, si-
milar patterns were obtained for other values of sample size and RSE
(Appendix 1).

The standard errors of model parameters were affected by both RSE
and sample size. However, the model goodness of fit (R2) was affected
mainly by the RSE with sample size only having a slight influence.

When RSE was increased by 50% (from 0.2 to 0.3) the standard

Fig. 4. The standard deviation of relative bias, describing prediction accuracy (PA, Eq. (13), see section 2.5) for different characteristics of the sample. For D-ranges S3
to Imax (x-axis), see Table 1. Note: Each column of graphs, referred to as (a) to (d), represents a different type of sample tree distribution (for more information see
section 2.3.4); The rows 1–3 are for sample sizes (n) of 100, 150 and 1000 trees respectively and RSE = 0.2. Rows 4–6 repeat the same sample sizes for RSE = 0.3.
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errors of model parameters (intercept and slope) increased by the same
50% rate (SD = 0.31%; calculated based on values presented in Tables
A1 and A2 in Appendix 1) whereas the effect on R2 was dependent on
the extent of the D-range and on the type of distribution (Fig. 3). For
models based on smaller D-ranges and on trees sampled over a normal
distribution (on either D or ln(D)), the effects of increasing RSE on R2

were stronger.
When sample size was increased by 50% (from 100 to 150 trees),

the standard errors of model parameters reduced, on average, by 18.7%
(SD = 0.36%). When sample size was increased by 1000% (from 100 to
1000) the standard errors decreased by 68.7% (SD = 0.33%).
Nevertheless, increasing the sample size by 50% (from 100 to 150) and
tenfold (from 100 to 1000) led to relatively small changes in mean
values for R2 of only 0.07% and 0.18% respectively (see Appendix 1).

4.2. The effects on biomass prediction accuracy

As expected, residual standard error (RSE) was an important driver
for prediction accuracy (expressed as standard deviation of relative
bias, PA, Eq. (13)). A low PA value means that the difference between
predicted AGB and true AGB is small, and therefore the model is more
accurate. When RSE was increased from 0.2 to 0.3 (therefore, by 50%),
PA increased by approximately the same ratio (i.e. by an average of
51.4%, SD = 2.3%; mean and SD were calculated from 96 PA values
presented in Tables A4, Appendix 1, using all possible permutations for
8 D-ranges, 3 values of sample size and 4 types of distribution). The
effect was stronger for models based on shorter D-ranges (Fig. 4 and
Tables A4 in Appendix 1). Sample size was also an important factor
affecting biomass prediction accuracy, although its effect was weaker
when compared to that of RSE. When sample size was increased by 50%
(from 100 to 150), PA decreased by an average of 18.4% (SD = 1.2%;
calculated on 96 values in Tables A4). Increasing the sample size by
tenfold (from 100 to 1000) resulted in an average decrease of PA of 67%
(SD = 0.8%; calculated on 96 values in Tables A4). These effects were
very similar to those found for standard errors of model parameters
(when sample size increased by 50%, the standard errors decreased by
18.7%; when sample size increased tenfold, the standard errors de-
creased by 68.7%).

The variation in PA values was lowest for uniform distribution on D-
range (Fig. 4, a1–a6). This means that models constructed with trees
selected along a uniform distribution of D-range produced more stable
prediction accuracies across the D-range represented by models. In

other words, sampling a constant number of trees for each D-class mi-
tigates losses in allometric model accuracy when only limited D-range is
available for prediction.

However, models that were based on trees selected over uniform or
normal distributions over transformed ln(D) range (Fig. 4, c1–c6 and
d1–d6), produced larger PA values for S1–S3 ranges compared to B1–B3.
The cause of these differences lies in how well the model was informed
over the range of D = 30 to 60 cm. We mentioned above (section 2.3.4)
that the uniform or normal distribution on ln(D) range (see Fig. 1, c1,
c2, d1 and d2) assume that a greater number of smaller trees are se-
lected than larger ones. Therefore, the models based on uniform and
normal distribution on ln(D)-range (Fig. 4, c1–c6 and d1–d6) are better
informed towards the left (small tree) side of D-range distribution.
However, the models based on S1–S3 (in Fig. 4, c1–c6 and d1–d6)
emphasise the right (larger tree) side of D-range for prediction (e.g.
models based on S3 were developed for D = 0.1 to 60 cm and were used
to predict biomass of trees with D = 30 to 60 cm), which is less well
informed. Therefore, the models based on B1–B3 ranges produced more
accurate predictions of AGB compared to models based on S1–S3 ranges.

Because the models based on S1–S3 and B1–B3 ranges used only part
of the entire available D-range for prediction (e.g. the model based on
S3 although being developed for D = 0.1 to 60 cm, was used to predict
the biomass of trees with D = 30 to 60 cm), these were preferentially
tuned to predict Imin with S1–S3 or B1–B3. Since prediction accuracy is
poorer at the margins of D-range (for any given model) it is to be ex-
pected that PA values increase slightly (for models based on S1–S3 and
B1–B3 in comparison to models based on Imin). However, both Imin and
Imax based models used the central portion of D-range for prediction and
therefore these two can be compared to assess how increasing the ex-
tent of D-range affects prediction accuracy. Increasing the range from
Imin to Imax did not improve the prediction accuracy and had the op-
posite effect. This was especially notable for distributions on ln(D)-
range (Fig. 4, c1–c6 and d1–d6) for which the PA value increased by up
to 98%. For models based on uniform and normal distribution on D-
range (Fig. 4, a1–a6 and b1–b6) a much smaller increase, of up to 6.6%,
was observed.

We demonstrated the effects of increasing D-range from Imin to Imax

when the number of observations remained constant. Therefore, al-
though the models based on Imax exhibit greater R2 and smaller stan-
dard errors for model parameters (Fig. 3), their prediction accuracy was
poorer compared to models based on Imin (Fig. 4, see Imin vs. Imax). This
suggests that the absolute number or density of observations for each

Table 2
The mean coefficient of variation of predicted biomass (PP, Eq. (14)), for uniform and normal distribution on D-range and ln(D) range, for sample sizes of n = 100,
n = 150 and n = 1000, for residual standard error RSE = 0.2 and RSE = 0.3 and for D-ranges S3, S2, S1, Imin, B1, B2, B3 and Imax (for more information on D-ranges,
see Table 1).

D-range Uniform distribution on D-range Normal distribution on D-range Uniform distribution on ln(D)-range Normal distribution on ln(D)-range
n = 100 n = 150 n = 1000 n = 100 n = 150 n = 1000 n = 100 n = 150 n = 1000 n = 100 n = 150 n = 1000

RSE = 0.2
S3 20.32 20.29 20.22 20.35 20.30 20.22 20.53 20.41 20.23 20.78 20.54 20.26
S2 20.31 20.24 20.21 20.32 20.32 20.20 20.44 20.33 20.22 20.54 20.38 20.22
S1 20.30 20.26 20.20 20.30 20.30 20.22 20.39 20.29 20.20 20.44 20.34 20.22
Imin 20.27 20.25 20.20 20.30 20.25 20.21 20.28 20.28 20.20 20.26 20.23 20.20
B1 20.28 20.27 20.21 20.28 20.25 20.21 20.25 20.26 20.21 20.26 20.27 20.21
B2 20.29 20.31 20.21 20.39 20.31 20.22 20.29 20.26 20.20 20.25 20.25 20.21
B3 20.35 20.32 20.21 20.45 20.35 20.23 20.27 20.27 20.21 20.30 20.27 20.21
Imax 20.28 20.25 20.21 20.31 20.27 20.21 20.49 20.36 20.20 20.64 20.49 20.25
RSE = 0.3
S3 30.94 30.82 30.72 31.07 30.82 30.73 31.30 31.02 30.74 31.68 31.36 30.78
S2 30.91 30.82 30.71 30.96 30.88 30.70 31.18 30.98 30.73 31.28 31.01 30.75
S1 30.85 30.81 30.72 30.90 30.88 30.71 30.98 30.89 30.72 31.08 30.94 30.72
Imin 30.80 30.78 30.71 30.81 30.78 30.69 30.85 30.80 30.71 30.89 30.83 30.70
B1 30.86 30.75 30.70 30.90 30.85 30.70 30.89 30.81 30.72 30.85 30.80 30.68
B2 30.95 30.83 30.69 31.04 30.83 30.73 30.94 30.77 30.69 30.93 30.83 30.70
B3 30.93 30.88 30.72 31.09 30.98 30.73 30.92 30.81 30.70 30.96 30.88 30.72
Imax 30.82 30.78 30.71 30.79 30.76 30.70 31.22 30.99 30.73 31.44 31.14 30.76
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part of D-range (or for each diameter class) is important. For the spe-
cific D-range of the plot data (i.e. D = 30 to 60 cm), the models based
on Imax had a lower density of observations, compared to models based
on Imin, since the same number of observations had to be distributed
over a wider D-range (in the case of Imax based models). These results
are important, because they demonstrate in comparison to model fitting
and the standard errors of model parameters, that RSE (in log–log scale)
and the absolute number of trees across the D-range are more important
determinants of prediction accuracy.

4.3. The effects on biomass prediction precision

Although increasing the D-range the standard errors of model
parameters decrease and the R2 increases (Fig. 3), producing therefore
improved models, this improvement was not reflected in the precision
of biomass prediction (here, expressed as the mean coefficient of var-
iation of predicted biomass, PP, in Eq. (14)). The PP did not decrease
with the increasing D-range and in some cases even increased slightly
(Table 2).

From Table 2 it can be seen that PP is highly related to residual
standard error (RSE). Earlier it was mentioned (section 2.2) that RSE in
log–log scale can be interpreted as a form of coefficient of variation for
the original D-range scale. The slight increases in PP values over and
above base levels of 20% and 30% (for RSE values of 0.2 and 0.3 re-
spectively) are due to uncertainty in model parameters, since PP values
contain errors propagated from both model parameters and residual
variance. Therefore, RSE was the main driver of model prediction
precision, with a very small proportion produced by uncertainty in
model parameters (up to 5.3%). Increasing RSE by 50% (from 0.2 to
0.3) resulted in an average increase in PP of 52.1% (SD = 0.2%; the
mean and SD were calculated on the 96 PP values presented in Table 2,
for each value of RSE), regardless of sample size, D-range and dis-
tribution type. However, sample size, although greatly influencing
prediction accuracy, had little effect on prediction precision. Since in-
creasing the sample size directly affected the standard errors of model
parameters (producing a decrease in standard errors) and since the
propagated errors from model parameters represent only a very small
proportion of PP (up to 5.3%), it is to be expected that sample size will
have little effect on prediction precision. Increasing the number of
observations by 50% (from 100 to 150), had the effect of reducing PP by
0.33% (SD = 0.29%), and increasing observations tenfold (from 100 to
1000) led to a reduction in PP by 0.81% (SD = 0.56%). However, both
these effects were found not to be significantly different from zero
change (p = 0.26 and p = 0.16 respectively).

5. Discussion

5.1. Factors influencing biomass prediction accuracy and precision

The effects of tree sampling and data treatment approaches on
biomass prediction accuracy and precision are subtle and can some-
times be counterintuitive. Findings here reveal certain characteristics of
sampling strategies that are important for improving model prediction
accuracy and precision. Of these it is the natural variability of the AGB-
D relationship (expressed by RSE) that is the main driver for prediction
accuracy and precision, thus an increase in RSE of 50% resulted in
proportionally similar improvement in accuracy and precision.
Increasing sample size was also found to be important for improving
model accuracy but less so for improving precision. The finding that the
effect of sample size on prediction accuracy depended on RSE and D-
range, and was a function of n1 , where n is the sample size, was
consistent with results published from earlier studies (Chave et al.,
2004; Picard et al., 2012).

Analyses demonstrate how a wider D-range improves model fit and
the standard errors of model parameters (Fig. 3). This may also help to
ensure that results from statistical tests are properly representative of

allometric model performance, because the reduction of standard errors
will increase the likelihood that null hypotheses (for no difference) are
correctly rejected in analyses such as t- and F- tests (Dutcă et al.,
2018b). However, we also showed that, although the model based on a
wider D-range had a better fit, the prediction accuracy was poorer
(Fig. 4, see Imin vs. Imax). This result, which may be surprising, can be
explained by the frequency of the observations across the D-range. If
the number of observations remain constant, increasing the D-range
inevitably reduces the density of observations with negative con-
sequences on AGB (aboveground biomass) prediction accuracy. Often,
increasing the range of D is achieved by merging datasets for different
D-ranges. In this event, the density of observations across the D-range is
not reduced and the resulting increase of sample size increases pre-
diction accuracy.

Furthermore, Roxburgh et al. (2015) suggested that the optimal size
distribution of sample trees to develop allometric models is the one that
most closely matches the distribution of trees to which the model is
applied. Although our plot data appears to be lognormally distributed
(Fig. 2), the greatest accuracy (lowest PA value) was obtained for
models based on a uniform distribution of D-range. This finding is in
contradiction with results reported by Roxburgh et al. (2015). Because
our plot D data only appeared to be lognormal, we further investigated
this phenomenon by generating a new D dataset of 1000 observations
lognormally distributed on Imax range. We investigated whether the
model based on uniform distribution (developed for the same Imax

range) produced lower PA and PP values (when predicting AGB of this
new D dataset of 1000 observations) than the model based on log-
normal distribution. The results confirmed that uniform distribution on
D-range produced lower PA and PP values (model based on uniform
distribution: PA = 3.2% and PP = 30.8%; model based on lognormal
distribution: PA = 6.3% and PP = 31.4%). We repeated the compar-
ison, for models based on uniform vs. normal distribution on D-range,
when predicting AGB of 1000 trees normally distributed. Again, the
model based on uniform distribution produced lower PA and PP values
compared to model based on normally distributed sample trees (model
based on uniform distribution: PA = 3.5% and PP = 30.8%; model
based on normal distribution: PA = 3.6% and PP = 30.9%). Therefore,
our results indicate that models based on uniform distribution of the
sample trees on D-range perform better (produce more accurate and
precise predictions) regardless of distribution of the trees to which the
model is applied.

5.2. Small trees are more informative in allometric models

We demonstrate that, for models based on similar number of ob-
servations and similar extent of D-range (and similar residual standard
errors in logarithmic scale), if models include smaller diameter trees,
the standard errors of model parameters were reduced and R2 values
were greater (e.g. see S3 vs. B3 in Fig. 3). Therefore, it is suggested that
small trees are generally more informative in allometric models, com-
pared to large trees. However, this seemingly anomalous finding can be
explained by (or represents the indirect effect of) the heteroscedastic
nature of the relationship between biomass and tree diameter. The
variance in allometric models is not constant and increases with D
(Zianis, 2008). As a result, to fit a nonlinear model the observations are
usually weighted inversely to residual variance (the lower the residual
variance, the larger the weight and vice-versa) (Dutcă et al., 2019).
Logarithmic transformation on the other hand, performs a similar
function: it re-scales data so that units are stretched for small values of
variables (D and AGB) and compressed for large ones. Therefore, lo-
g–log transformation more heavily weights the influence of small trees
over large ones, to ensure that residuals are comparable residuals across
predictor range (i.e. homoscedasticity).

As the lowest residual variance usually occurs for the smallest D
values (Zianis and Mencuccini, 2004), small trees are more heavily
weighted and have a greater influence on regression models than larger
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trees. Therefore, small trees impart more information to models, and
exert greater overall influence over the standard errors of model
parameters and goodness of fit. Given the fact that small trees require
less effort for biomass measurement, they are highly cost-effective to
sample. Nevertheless, we have demonstrated that, although the models
that included small trees produced smaller standard errors of model
parameters and larger R2 values, they did not necessarily produce more
accurate or precise predictions of AGB (Fig. 4 and Table 2).

5.3. Selection criteria of allometric models

Goodness of fit (R2 of linear model in log–log scale) is often reported
with allometric biomass models, and is widely accepted as a criterion
for model selection (Sanquetta et al., 2018). The assumption is that a
model with the best fit will reasonably predict the biomass of other
trees. Our results confirm that R2 was not affected by sample size
(Sanquetta et al., 2018). However, we showed that R2 was a poor in-
dicator of model prediction performance with respect to both accuracy
and precision. Plotting the R2 against PA (Fig. 5, a) and PP (Fig. 5, b) we
observed no clear relationship between R2 and model prediction ac-
curacy or precision.

Although not sensitive to changes in sample size, R2 was sensitive to
variations in D-range (Fig. 3 and Appendix 1). Models yielded greater
values of R2 for the maximum extents of D-range (i.e. Imax, see Fig. 3)
and when distribution of sampled trees was uniform on ln(D)-range
(R2 = 0.998, Fig. 3 and Tables A3, Appendix 1). However, we showed
that the extent of D-range did not affect prediction accuracy nor pre-
cision, and that actually the models based on trees sampled along a ln
(D)-range produced poorer prediction accuracies. These findings sug-
gest that R2 may not be a reliable indicator of model prediction per-
formance.

5.4. Limitations of the study

Our study has the following limitations. Firstly, the conclusions are
only valid if the assumptions hold that heteroscedasticity is removed by
logarithmic transformation and that errors are normally distributed in
log–log scale. Secondly, because the study was limited to the relation-
ship between AGB and D, the conclusions should not be extrapolated to
other types of relationships. Thirdly, this study did not consider the
uncertainty arising from between site variation. Fourthly and finally,
we have assumed that the diameters of trees in the inventory (plot)
dataset were always within the D-range used to construct the model.
We did not investigate the consequences of predicting AGB of trees
outside the range of diameters used to construct the models.

5.5. Recommendations

Study findings suggest that the following guidelines will be useful in
the preparation of reliable allometric models:

(1) Select a constant number of trees for each D class (use a uni-
form distribution of sample trees). Results demonstrate that the
models based on uniformly distributed sample trees over the D-
range (D is the diameter at breast height) produced more accurate
AGB predictions (AGB is the aboveground tree biomass), regardless
of D-distribution of the inventory dataset. Also, variations in pre-
diction accuracy across D-range were minimal.

(2) Using R2 as criterion for model selection should be done with
caution. Findings suggest that R2 (coefficient of determination)
alone is not a strong indicator of model prediction performance.

(3) Use strategies to avoid unnecessary large levels of RSE in al-
lometric models. Because RSE (Residual Standard Error of the
model in log-scale) is indicative of the intrinsic AGB variability for
any given D, it cannot be naturally reduced. However, because RSE
was a key driver of both prediction accuracy and precision, it is

recommended that strategies are adopted to help reduce un-
necessary AGB variability, such as: (i) avoiding using generic allo-
metric models, where species effect is ignored and, therefore, to use
species-specific allometric models wherever possible; (ii) test and
include additional predictors in the models that may explain part of
the residual variance, such as tree height, crown diameter and
wood density.

6. Conclusions

The key conclusions drawn from this study are as follow: (i) residual
variance was the most important driver of model’s prediction accuracy
and precision; (ii) increasing the sample size improved prediction ac-
curacy (although its effect was weaker than that of residual standard
error), but had negligible effect on prediction precision; (iii) increasing
the extent of D-range, although improving both the goodness of fit and
standard errors of model parameters, did not affect prediction accuracy
nor precision; (iv) the size distribution of sample trees was important
for prediction accuracy; we found that uniform distribution of D-range
was optimal, regardless of the distribution of the inventory dataset; (v)

Fig. 5. The relationship between model goodness of fit (R2, Eq. (6)) and pre-
diction accuracy (PA, standard deviation of relative bias in %, Eq. (13)) (a) and
between R2 and prediction precision (PP, mean coefficient of variation of pre-
dicted biomass in %, Eq. (14)) (b). Note: The plotted PA values are from Table
A4 (Appendix 1); the PP values are from Table 2; the model R2 values are from
Table A3 (Appendix 1); larger PA values show lower prediction accuracy; larger
PP values show lower prediction precision.
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small trees were more informative in allometric models, due to the
effects of inherently heteroscedastic variance; (vi) R2 was not a good
indicator of prediction performance of allometric models.
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